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Motivation
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Research Questions

• Can we retrieve perceived causal knowledge/data generating process 
from the latent knowledge of the model?

• Can we develop a framework for generating human involved 
explanations?

• Can we simplify heuristic search in counterfactual explanations?
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Our Approach
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Framework
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Assumptions

Assumption 1: The latent space of the feature extractor can be split 
into two sets: (i) encoding the Observed Context feature and other (ii) 
encoding Unobserved latent features.

Assumption 2: We assume all unobserved latent features 
to be independent of one another.
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Alignment

Properties:
(i) Subspace optimization for context features
(ii) Selective feature disentanglement
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Framework
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Causal Discoveries

Why do we need causal Discoveries for explanations?

- Understand model perceived data generating process

- Control and decide interventional variables for generating 
counterfactual explanations
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Causal Discoveries
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Causal Discoveries
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Framework
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Causal Discoveries Intervention on X:
X -> Y, with Y=yx

X -> Z, with Z=zx

Controlled intervention: do(Y=yx)
Measure change: Z=zy

Check: |zy – zx|Example: X -> Y -> Z
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Framework
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Explanations

• Global Explanations:
- Perceived data generating process

• Local Explanations:
- Latent feature attributions

- Counterfactual explanations

15



Evaluations

16



Graph Evaluation

• Structural Hamming Distance:
- Distance between estimated and ground truth graph

• Graph Correctness:
- Stability: measures the variation in discoveries across multiple datasets

- Consistency: measures the variation in discoveries across multiple runs
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Explanation Evaluation

• Faithfulness:
- Measures the contribution of model in generating explanation

• Stability:
- Measures variance in the generated explanations for similar images
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Experiments
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Experiments - Case Study 1: MorphoMNIST
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Experiments - Case Study 1: MorphoMNIST
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Experiments - Case Study 1: MorphoMNIST

• Explanations 

(a)
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Experiments - Case Study 2: FFHQ

• FFHQ dataset
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Conclusion

• Latent causal discoveries will help in generating better counterfactual 
explanations.

• Perceived data generating process can be retrieved from the latent 
classifier's knowledge.

• Future work: ways to expand this approach on datasets without meta 
information.
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