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Problem and Importance

Current deep learning models are correlation based models. Explainability/ 
Interpretability of these models requires us to answer these following questions:

● Why did the model make that prediction?

● When can we trust the predictions of the model?

● When will the model fail?

● How can we correct the errors?
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Activation Maximization



Network Dissection



Concepts

This figure illustrates the concepts 
obtained from various layers of a 
trained U-net model.



Trails 

(Input Image to a network)  ->  (Concave edge detector)  ->  (Corner keypoints all over the brain)  ->  (Anterior brain boundary and inner brain 
corner keypoints)  ->  (Lateral right hemispherical brain boundary)  ->  (Superior tumor boundary)  ->  (Lateral tumor region)  ->  (Whole tumor 
boundary and edima region)

(Input Image to a network)  ->  (Concave edge detector)  ->  (Corner keypoints all over the brain)  ->  (Anterior brain boundary and inner brain 
corner keypoints)  ->  (Lateral right hemispherical brain boundary)  ->  (Lateral left hemispherical brain boundary)  ->  (Lateral tumor region) 



Thank You


