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Problem and Importance

Current deep learning models are correlation based models. Explainability/
Interpretability of these models requires us to answer these following questions:

e Why did the model make that prediction?
e When can we trust the predictions of the model?
e When will the model fail?

e How can we correct the errors?
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Activation Maximization

(b) With Regularization




Network Dissection

(a) Concept: WT, IoU = 0.87, 0.90, 0.86 (Conv 10, F26)
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(b) Concept: ED, IoU = 0.64, 0.36, 0.65 (Conv 10, F 35)

(c) Concept: Non Tumor Region, (Conv 57, F12) (f) Concept: TC, IoU = 0.91, 0.64, 0.81 (Conv 66, F11)
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Thank You



